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Abstract—Current delivery is a major challenge in chip design.
Reduction of the nominal voltage due to technology scaling has
worsened the problem. Voltage stacking has been proposed as
a way to alleviate the problem by delivering power in a serial
rather than the conventional parallel way. Several studies have
proposed techniques to stack logic designs. This paper applies
the voltage stacking technique to SRAMs. By dividing the SRAM
into two logic domains, we are able to double the supply voltage
V DD while reducing the current draw significantly. Since SRAMs
have a predictable activity pattern, each stack consumes the
same amount of power, therefore, the stack voltage 2V DD will
distribute evenly between the stacks and the current demand will
decrease up to 44%. The combined effects of increasing V DD and
decreasing current allow the design of Voltage Regulators to be
10%-15% more efficient.

I. INTRODUCTION

Delivering power to the logic in a chip is one of the major
challenges in current chip design [7]. As technology scales
down, the reduction in voltage supply has led to a sharp
increase in the total current that needs to be delivered to a
chip. Decreasing voltage has been shown to reduce efficiency
of Voltage Regulators [6], while increasing current also has
several drawbacks such as: increase in voltage noise and losses
due to parasitics [4], [7], increase in the number of pins
dedicated to power [11], and electromigration. Hence, voltage
stacking of CPU cores has been proposed by several groups
to mitigate these problems [4], [7], [11].

Voltage stacking is an alternative method to deliver power
to components that are placed in series rather than in parallel.
The charge between the layers is recycled, i.e., it passes
through multiple components [9]. Thus, for the same power
budget, voltage stacking allows for delivering less current at
an increased voltage level. This effectively reduces the total
chip current by n, where n is the number of stack levels used
in the design [6].

Previous work has focused on the voltage stacking of
cores and logic components of a chip, however, current chips
dedicate a large portion of their area to SRAMs and cache
blocks [3], and thus SRAMs account for a considerable amount
of the chip power. Researchers have been able to reduce the
current drawn from on-chip SRAMs by focusing on reducing
their total power consumption [1], [3], [5]. Although reducing
the power consumption is a goal by itself, it has limited impact
when it comes to reducing the total current. Voltage stacking
resolves the problem by greatly reducing the current drawn by
SRAM components.

The main challenge in voltage stacking is to balance the
activity between the stack levels to maintain the voltage at each
level roughly constant [2], [7]. An additional Voltage Regulator
(VR) is generally used in the intermediate node to guarantee
that the voltage stays within specified values [6]. SRAMs have
fairly predictable activity during operation, making them ideal
candidates for voltage stacking. Voltage stacking SRAM banks

has been proposed as a technique to reduce the standby power
of those components [3]. In this approach, when the banks
are not in use, power switches change the banks to a stacked
configuration where only half of V DD is applies to each bank.
This reduces the leakage power during the standby mode.

We propose applying voltage stacking to SRAMs. In order
to guarantee that the activity is the same across the stack
levels, the stacking is done by splitting each word and stacking
the word parts, which also guarantees that the access to both
stack levels occurs in the same clock cycle. Besides the
RAM core, sense amplifiers and prechargers are also stacked.
Level converters are used where needed to guarantee that each
component receives the appropriate voltage level.

Our experiments show that SRAM stacking reduces the
current drawn by the SRAM by 40% during the write, 36%
during the read and 44% during the standby mode. Overall,
it leads to an average of 36% to 44% of current reduction
depending on the activity. This can yield to a reduction in
IR drop. The reduced current also has a linear impact on the
number of power delivery pins.

To the best of our knowledge, this is the first work that
proposes voltage stacking in SRAMs at all times. The proposed
approach reduces the pressure of on-chip power grid design,
by reducing the current, especially when combined with core
voltage stacking. This is also the first paper to propose voltage
stacking without the additional VR.

II. RELATED WORK

Voltage stacking has been proposed in the context of CPU
cores to increase the efficiency of VR as well as reduce
the high current demands for current chips [7], [9]. Voltage
stacking does not reduce the power consumption in the chip,
but rather allows for operating at a higher voltage and lower
current level. This is beneficial for VR design, because it
reduces both its power loss and area [7].

Voltage stacking has also been proposed to reduce the
number of pins dedicated to power on a chip [11]. Since
the number of power pins is roughly proportional to the
current, reducing the current by a factor of n (in an n stacked
configuration) would result in a reducing the number of power
pins by the same factor.

Gu et al. show how voltage stacking reduces voltage noise
(IR and L dt

dt ) and IR drop in the power grid, which can
ultimately reduce power in the parasitics of the system [4].
Having reduced the noise, we would be able to reduce the
voltage margins, and increase the power savings. However, we
do not evaluate it in this manuscript, because it requires a very
good parasitics characterization to obtain meaningful results.

Cabe et al. propose to dynamicall stack SRAM blocks while
they are inactive to decrease the leakage power during the
standby phase of the operation. This technique uses power
switches that select the stacked mode when in standby or reg-
ular mode when performing regular operations [3]. However,



it provides a constant V DD, regardless of the circuit state
(stacked or not), which means when stacked, half the V DD
is applied to each stack level. Thus, when V DD is doubled,
the full V DD is applied to each stack level at all times. We
propose maintaining the circuit stacked during all phases of the
operation. It provides a decrease in leakage power as well as
other benefits of voltage stacking, such as power pin reduction,
VR efficiency increase, and voltage noise reduction.

III. SRAM STACKING MODEL

Voltage stacking helps reduce the current draw when ap-
plying a higher power supply voltage to the logic blocks in
the design. To take advantage of the charge recycling, instead
of running the SRAM at V DD, we divide it into two logic
domains connected in series, and apply 2V DD. If each logic
domain consumes the same amount of power, the voltage
will distribute evenly between them. The logic domain loads
however have to be selected in such way that they have well-
balanced charge utilization to achieve a high efficiency [9].
If the power consumption of the 2 stacks is the same, as the
voltage supply is multiplied by n, where n is the number of
stacks, the current draw will be reduced to 1

n . We use 2 stacks
and theoretically it should lead to 50% reduced current in the
SRAM as shown in equation 1.

p1 = p2
V1 × I1 =V2 × I2 where V2 = 2×V1

I2 =
I1

2

(1)

In terms of circuit design, Figure 1 and 2 show how
the conventional model differs from the stacking model. In
Figure 1, the two circuits are running in parallel and the same
voltage differential is applied to each. The total current drawn
from the power source is the summation of the current of all the
components in the circuit. In Figure 2, the stacks run in series
and the configuration reduces the current draw. And the IR
drop across the stacked components is reduced by a factor of
n where n is the number of circuits in series. Vmid will fluctuate
depending on the load and impedances present in each stack.
If the impedances are similar, the Vmid balances in the middle
and becomes the most efficient stacked configuration.
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Fig. 1: In the conventional powery delivery mode, the same voltage
is applied to each component in the circuit.

Figure 3 shows a high level view of the stacked SRAM.
The SRAM is 1Kb, 32 32-bit words, with 2 read ports and 1
write port. To divide it into two vertical logic domains, we cut
the 32-bit wordline in 2, which leaves 16 bit for each stack.
Bits 0-15 go to the bottom stack and bits 16-31 go to the top
stack. Consequently, each stack will have 16x32 bitcells, 16
precharge circuits, 16 write drivers and 3x32 wordline buffers.

The two stacks operate at 0-V DD and V DD-2V DD where
V DD is 1.1V. The voltage level of all the signals entering
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Fig. 2: In the Voltage Stacked mode, current is recycled through
multiple components in series, reducing the total current drawn.

the top stack (2.2V) will need to be shifted; hence, level
shifters are placed in 3 locations. First, the input data to write
drivers has to be converted to the same voltage level as the top
stack. The wordlines will pass both stacks in a row of bitcells,
therefore, each decoder will drive two wordlines. Secondly, the
top stack wordline voltage level is shifted. To avoid having the
wordline be driven by the level shifters, we place them before
the read and write address buffers. Lastly, the sense amplifier
outputs exiting the top stack will have to be converted back
to V DD; hence, level shifters are placed right after the sense
amplifiers. The read and write address decoders, placed in the
middle of the RAM core, are the only components which are
not part of the stacked architecture.

The schematic of the level shifter used throughout the
SRAM is shown in Figure 3. There are two capacitors C1
and C2, which are sized 15fF each. The design is adopted
from the Lee’s 16-core design [6].

IV. SETUP

We implmented the voltage stacking technique on SRAMs
generated by FabMem. FabMem is a multiported RAM and
CAM compiler for design space exploration and given the
configuration, it generates netlists and layouts and estimates
read/write delay and energy consumption [10]. FabMem uses
the NCSU FreePDK, the Open-Access-based PDK for the
45nm technology node.

Using FabMem, we generated an SRAM with a configura-
tion similar to the size of a typical Register File: A 2-read
1-write 1Kb consisting of 32 32-bit words. We use one RF for
the base case SRAM and another for the stacked version.

A few alterations had to be made to some of the SRAM
components such as the sense amplifier and the precharge
circuits. In our experiments, we use current latch mode sense
amplifier [8] as opposed to the FabMem default voltage
controlled sense amplifier circuitry, because the current latch
mode works with the stacked SRAM design. The precharge
circuitry used is shown in figure 3.

All the energy related measurements were taken using
Synopsys HSpice version I-2013.12-1.

V. EVALUATION

In this section, we discuss the overall results and share
insights as how effective SRAM voltage stacking is.

The two SRAM netlists are simulated using HSpice at
V DD = 1.1V with frequency of 500MHz. The simulation
results compare the stacked SRAM against the non-stacked
SRAM, which we refer to as the base case in this section.
Figure 4 shows the energy consumption breakdown. Each
colored pattern shows the total energy consumption of a
particular component. The components included in the graph
are all part of the stacked architecture. The address decoders
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Fig. 3: Voltage Stacked SRAM
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Fig. 4: Energy breakdown in voltage stacked SRAM vs. non-stacked.

are not included, but the buffers associated with them are. For
convenience, we call this component “decoder”.

The simulation includes periods of initialization, write, read,
followed by standby. Each write or read period consists of
10 write or read operations. Overall, the power consumption
increases by 20%, 23%, and 13% during write, read, and
standby modes respectively. During the read operations, the
stacked SRAM consumes a bit more energy than the base
case, however, looking at the breakdown, the excess energy
usage is due to having the level shifters in the top stack. For
instance they draw 8% more current during the read operation
than the precharge circuits. The other components such as
sense amplifier, precharger, decoder, and write drivers almost
consume the same amount of energy. The small differences are
due to the partitioning and changes in load capacitance needed
for stacking. As the SRAM size increases, the overhead of
level shifters will become less of an issue. The standby energy
consumption is the same: At 2V DD the SRAM has the same
leakage as it would when operating at V DD. Figure 5 shows
the current consumption in the top stack of the stacked SRAM
versus the base SRAM. Overall, stacked components draw

40%, 36% and 44% less current than the base components
during the write, read, and standby modes. Comparing the
current and energy breakdown plots for the write operation,
we notice that the write drivers do not have a balanced
load, leading to less than expected current savings. For larger
SRAMs however, we expect this gap to decrease, since the
relative power consumption of write drivers is smaller.
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Fig. 5: Current breakdown in voltage stacked vs. non-stacked SRAM.
Voltage stacking has reduced the total current drawn from the source.

We also evaluate the impact of stacking on the SRAM
performance. For bitline transitions shown in Figure 6, we
simulated both SRAMs with 1GHz frequency. out2<2> and
out2<29> are selected from bottom and top stack respectively
to show how level conversion affects the SRAM speed. As
Figure 6 shows, out2<29> has some delay when transitioning
from 0 to 1. It is 60ps delay which translates to 6% frequency
hit. In reality, the performance hit should be even smaller,
because the stacking can be applied to the slower part of the
SRAM. We did not perform this optimization because it is
layout dependent. Thus, SRAM stacking has limited impact
on performance.

Finally, we evaluate the voltage noise level in the Vmid
due to the fluctuations of the load. As expected in a stacked
architecture Vmid fluctuates and has noise and this is shown
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Fig. 6: The stacked SRAM output delay is comparable to the non-
stacked. out2<2> is one of the fastest bit compared against out2<29>,
one of the slowest bit of the top stack.

in Figure 7 during initialization, write, and read operations.
However, it is within the accepted range without placing a
VR in the design. In case the voltage noise is not within the
accepted range, a VR can be placed at Vmid to guarantee that
it stays at the V DD level.

The stacked SRAM in our experiments does not include any
voltage regulators to maintain Vmid at a constant level. Note
that the overall efficiency of a VR depends on V DD and the
output current. VR efficiency depends on a large number of
factors at design time, but with 2V DD and roughly 40% less
current, one can estimate the increase in 10%-15%, thus saving
10%-15% system-wide power [2]. IR drop is also reduced,
since it is proportional to the current, thus in our design,
we expect around 40% reduction in IR drop (which could
be converted into voltage margin reduction, but this is not
evaluated).

The reduced current draw also impacts the number of pins
used for power delivery. Ardestani et. al in their core unfolding
work also mention that the number of pins and pads is mainly
determined by the total current flowing through them. To
maintain the current per pin constant, it is possible to reduce
the number of pins used in the design [2]. Therefore, our
proposal could allow a reduction of up to 40% in the number
of power pins.

Voltage Stacked SRAMs have a small area increase; the
level shifters are the main source of overhead. Even in a small
SRAM such as the one we have evaluated, the level shifters
represent less than 6% of the total number of transistors.

VI. CONCLUSION

As the technology scales, and power supply is reduced,
delivering power to the logic on a chip becomes a major chal-
lenge as the current demand increases drastically. Increased
current has many drawbacks [4], [6], [7], [11]. Voltage stacking
is an alternative for delivering power to components on a chip
that are stacked or placed in series. A large portion of the
chip area belongs to SRAMs and caches. In this paper, we
focus on SRAMs and stack an SRAM the size of a typical
Register File. Our design keeps the SRAM in stacked mode at
all times. Other research work have been proposed where they
keep the SRAM banks in stacked mode during the standby
mode [3]. We divide the SRAM words into 2 stacks and are
able to reduce current by 36%-44% while not letting energy
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Fig. 7: Voltage noise for Stacked SRAM is within acceptable levels,
even without an extra VR.
consumption be more than 23%. In addition, doubling V DD
and reducing the current could save as much as 10%-15%
power from the increased VR efficiency [7].
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